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FIG. 1. (a) Experimental schematic. The atoms are irradiated with a
pair of picosecond excitation pulses with tunable time-delay ⌧ , dur-
ing which the system evolves. The atoms in the Rydberg state are
detected as ions with an MCP following the field-ionization. (b) The
atoms in the ground state are coherently excited to the 35D state by
a two-photon laser excitation with circularly polarized blue and IR
laser pulses propagating along the bias magnetic field direction.

photon optical transition using broadband picosecond laser
pulses with their wavelengths tuned to ⇠ 779 nm (IR) and
⇠ 482 nm (blue) (see Fig. 1(b)) [40]. The IR and blue laser
pulses are irradiated simultaneously to the atoms and their po-
larizations of the laser pulses are both set to �

� so that only
|⌫D5/2, mJ = �5/2i can be populated, following the opti-
cal selection rules. In the present study, the principal quantum
number ⌫ = 35 is chosen, and the center frequencies are tuned
to the corresponding two-photon resonance [40].

Ramsey interferogram We measure the electron dynamics
by time-domain Ramsey interferometry with a pair of exci-
tation laser pulses [40–43]. The pump pulse creates a super-
position of the 5S1/2 and 35D5/2 states. The system then un-
dergoes many-body dynamics that originates from anisotropic
long-range interactions among Rydberg atoms until the probe
pulse is irradiated on the atoms. The time-delay between the
pump and probe pulses is tuned using an optical delay line
interferometer [43]. The pump and probe pulses have iden-
tical energies as well as spatial and temporal profiles of their
electric fields.

Ramsey oscillations are observed by measuring the final
Rydberg population as a function of the time-delay ⌧ . Af-
ter irradiating the probe pulse, we apply a pulsed electric field
to ionize the Rydberg atoms, which are finally detected with a
micro-channel plate (MCP) as ions [40]. Figures 2(a) and (b)
show the Ramsey interferograms at ⌧ ⇠ 50 ps and ⇠ 650 ps,
respectively, exhibiting oscillations at a period of ⇠ 1 fem-
tosecond (fs) corresponding to the frequency of the 5S1/2 �

35D5/2 two-photon transition (Eeg/~ ⇠ 2⇡ ⇥ 10
15

Hz). The
relative time-delay in each Ramsey interferogram is calibrated
with attosecond precision using an optical interference signal
from a He-Ne laser while we scan the time-delay.

To evaluate the effect arising from atomic interaction, we
use the remaining atoms to record Ramsey oscillations of a
reference “low-density” cloud with a mean atomic distance
n
�1/3

⇠ 3.5µm in each experimental sequence. The “low-
density” clouds are prepared by expanding and transferring
the atoms to a deep cigar-shaped optical dipole trap with a

(a) (b)

(c)

FIG. 2. (a),(b) Time-domain Ramsey interferograms for the MI (red)
and reference clouds (blue) for two different delays (⌧ ⇠ 50 ps (a)
and ⌧ ⇠ 650 ps (b)). The solid lines are theoretical fits to the data.
Each interferogram is rescaled using the offset value of the sinusoidal
function that best fits the data. (c) The contrasts of the Ramsey sig-
nals for the MI (red) and the reference clouds (blue) obtained with
the Rydberg state population pe = 5.6(2)%. Error bars represent
standard error of the mean.

depth of tens of microkelvin after the first Ramsey sequence
for the MI atoms [40].

Each Ramsey interferogram is characterized by the con-
trast C(� 0) and the phase � 2 [�⇡,⇡), which are ob-
tained by fitting the interferograms with a function of the form
/ 1 +C cos(Eeg⌧/~+ �). For the reference measurement, a
systematic change in the remaining atom number is taken into
account by introducing a correction factor to the above fitting
function [40].

The contrasts of the Ramsey oscillations for the MI and
the reference clouds are depicted in Fig. 2(c). The contrasts
for the reference clouds are constant over the entire delay
range, which indicates that single-atom decoherence mech-
anisms can safely be neglected. On the contrary, the contrasts
for the MI clouds decrease as the time-delay increases, which
will be analyzed in more detail below. In the following anal-
ysis, we introduce the relative Ramsey contrast CR = CH/CL

and the phase shift �R = �H � �L 2 [�⇡,⇡), which are
summarized in Fig. 3. Here, the subscript H (L) represents
“high-density” MI clouds (“low-density” reference clouds).

The model Hamiltonian We analyze our observation with
the quantum Ising model [44–49]. The model Hamiltonian is

Ĥ =

X

j

1

2
Eeg�̂

z
j +

X

j<k

Ujkn̂j n̂k, (1)

where the Rydberg state (|ei) and the ground state (|gi) are
mapped to the pseudo-spin states. Here n̂j = |eihe|j =

(1 + �̂
z
j )/2, �̂x,y,z

j are the Pauli operators for the j-th atom,
and Ujk is the long-range anisotropic interaction between the
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Abstract
The ensemble of Rydberg atoms is a unique platform for quantum simulation and quantum computation because of their special properties. In our research group, we are developing a
novel approach for Rydberg-based quantum simulations and computations, where we use broadband pulsed lasers to excite 87Rb atoms, in Bose-Einstein condensates (BEC), Mott-Insulator
(MI) lattice and optical tweezers, to Rydberg states in a timescale of 10 to 100 picoseconds at the speed limit set by the Rydberg splitting.
In this poster, I will give the overview of our ultrafast quantum simulator in which we generate a strongly correlated ultracold Rydberg ensemble of 87Rb atoms excited from an unity filling MI
using broadband picosecond laser pulses. We observe and control its ultrafast many-body electron dynamics by performing the time-domain Ramsey interferometry with attosecond
precision. I will also discuss the future prospects and outlook of our ultrafast quantum simulator.
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Future prospects and outlook

Introduction                
Ultrafast quantum simulator Ultracold Rydberg atoms

Advantages of Rydberg atoms
- Strong interactions due to large dipole moments.
- High controllability of the strength and nature of interactions.
- Interactions can be actively switched on and off. 

Conventional approach
CW laser
excitation

One Rydberg atom prevents 
the excitation of surrounding 
atoms (Rydberg blockade).

Our approach
Picosecond pulsed

laser excitation

Picosecond laser pulse 
(broadband) circumvents the 
Rydberg blockade.

Time domain Ramsey 
interferometry 

87Rb Ion core
Rydberg electron

Optical lattice, Lattice constant: 532 nm

Ultracold Rydberg atoms
in an optical lattice 

Coherent control with 
attosecond (10-18 s)  precision

+
Quantum simulation of
many-body electron dynamics 
within a nanosecond

…

Experiment Analysis and discussion

Nature Photon. 16, 724 (2022): Ultrafast energy exchange 
between two Rydberg atoms in optical tweezers. This work 
executes an ultrafast two-qubit gate.
Phys. Rev. Lett. 124, 253201 (2020): Ultrafast creation 
of Rydberg electrons in atomic  BEC and MI lattice. This 
work demonstrates the Metal-like quantum gas.
Nature Commun. 7, 13449 (2016): Ultrafast observation 
of beyond mean-field effect in disordered ensemble of 
Rydberg atoms in optical dipole trap.
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FIG. 1. (a) Experimental schematic. The atoms are irradiated with
a pair of picosecond excitation pulses with tunable time-delay ⌧ dur-
ing which the system evolves. The atoms in the Rydberg state are
detected as ions by a MCP following field-ionization. (b) The atoms
in the ground state are coherently excited to the 35D state by two-
photon laser excitation with circularly polarized blue and IR laser
pulses propagating along the bias magnetic field direction. (c) TOF
spectrum of Rydberg states following field-ionization. The ion sig-
nal detected at the MCP (red) is shown with the electrode voltage
for field-ionization (blue). The Rydberg states are resolved by the
different arrival times in the TOF. The measurement is performed
with a large micro-kelvin temperature atomic cloud to avoid prompt
ionization.

Here ER = h
2
/2mRb�

2 is the recoil energy of the lattice
laser operating at � = 1064 nm, and mRb is the 87Rb mass.
The optical lattice is formed by superimposing three orthogo-
nal standing-waves of light with a spatial periodicity of �/2,
thereby creating a trap potential in a cubic lattice geometry
with a lattice constant of alat = 532 nm. The Rb atoms in the
MI act as a nearly defect-free three-dimensional single-atom
array for our experiment.

The atoms which are initially in the hyperfine ground state,
5S1/2, |F = 2,mF = �2i are coupled to a Rydberg state
via two-photon optical transition using broadband picosecond
laser pulses with their wavelengths tuned to ⇠ 779 nm and
⇠ 482 nm (Fig. 1(b)). The polarizations of the laser pulses
are both set to �

� so that only |⌫D5/2, mJ = �5/2i can
be populated from an optical selection rule. Here, ⌫ is the
principal quantum number. In the present study, ⌫ = 35

is chosen, and the center laser frequencies are tuned to its
two-photon resonance. The excitation bandwidth (HWHM:
⇠ 85GHz) is set to have a negligible population on the nearby
36D5/2 and 34D5/2 states, which locate ⇠ 165GHz above
and ⇠ 181GHz below the 35D5/2 state, respectively as con-

(a) (b)

(c)

FIG. 2. (a),(b) Time-domain Ramsey interferograms for MI (red)
and reference atomic sample (blue) are shown for two different de-
lays (⌧ ⇠ 50 ps (a) and ⌧ ⇠ 650 ps (b)). Solid lines are theory fit to
the data. (c) The contrast of the Ramsey signal for MI (red) and refer-
ence atomic sample (blue) with pe = 5.6(2)%. Error bars represent
s.e.m.

firmed in the time-of-flight (TOF) spectrum of the Rydberg
population after a pulse excitation (Fig. 1(c)). With a single
pump excitation pulse, we coherently excite pe ⇠ 5.6% of the
initial ground state atoms to the Rydberg state by ⇠ 50 nJ of
the IR laser pulse and ⇠ 565 nJ of the blue laser pulse.

Ramsey interferogram We measure many-body electron dy-
namics by time-domain Ramsey interferometry with a pair of
excitation laser pulses [41, 42]. The first pump pulse (time
origin) excites the ground state atoms to the Rydberg state
creating a superposition between 5S1/2 and 35D5/2 states.
The system undergoes many-body dynamics that originate
from long-range and anisotropic interaction between Rydberg
atoms until the second probe pulse irradiates the atoms. The
time-delay between the pump pulse and the probe pulse is
tuned with attosecond precision using an optical delay line in-
terferometer [42]. The two pulses have identical pulse energy
and property.

Ramsey oscillations can be observed by measuring the final
Rydberg population as a function of the time-delay. In the ab-
sence of interaction and decoherence, the Rydberg population
Pe(⌧) temporally oscillates as [41]

pe(⌧) = 2pepg[1 + cos(Eeg⌧/~+ �)], (1)

where pe (pg) is the Rydberg (ground) state population af-
ter the pump excitation pulse, Eeg is the energy difference
between ground and Rydberg states and � is a phase. Af-
ter irradiating the probe pulse, we apply a short electric field
pulse to ionize the Rydberg atoms, which are finally detected
at a micro-channel plate (MCP) as ions. The red points in
Fig. 2(a), (b) show the obtained Ramsey interferograms at
⌧ ⇠ 50 ps and ⇠ 650 ps. Temporal oscillations at a pe-
riod ⇠ 1 femtosecond (fs), which correspond to Eeg/~ ⇠

Low density

Mott-insulator

Rydberg interaction

Observables

Relative Ramsey Contrast: 𝐶! = 𝐶"/𝐶#
Phase shift: 𝜙" − 𝜙#

Quantum Ising system

𝐻 ='
$

1
2
𝐸%& +𝜎$' +'

$()

𝑈$) +𝑛$ +𝑛)

𝑈!" 	: long range anisotropic 
van der Waals interac2on 

Comparison with:  
• Many-body correlation model.
• Mean-field theory.
• Discrete truncated Wigner approximation (DTWA).

v Our work can be extended to other interaction regimes (by tuning	𝑛	or 𝑙).
v Recently, implemented with 29S state: (manuscript under preparation)

- Single pair potential even at NN distance.
- We investigate the repercussion of atomic motion on ultrafast many-body dynamics. 

v Other quantum spin models, like Heisenberg and XY model, could be implemented.
v Our approach could uncover the many-body electron dynamics in a metal-like quantum 

gas regime. [Phys. Rev. Lett. 124, 253201 (2020)]
v Recently, ultrafast approach has been combined with optical tweezer array. 

[Nat. Photon. 16, 724 (2022)] 
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FIG. 1. (a) Experimental schematic. The atoms are irradiated with a
pair of picosecond excitation pulses with tunable time-delay ⌧ , dur-
ing which the system evolves. The atoms in the Rydberg state are
detected as ions with an MCP following the field-ionization. (b) The
atoms in the ground state are coherently excited to the 35D state by
a two-photon laser excitation with circularly polarized blue and IR
laser pulses propagating along the bias magnetic field direction. (c)
Time-of-flight (TOF) spectrum of Rydberg states following the field-
ionization. The ion signal detected with the MCP (red) is shown
with the electrode voltage for the field-ionization (blue). The Ry-
dberg states are resolved by the different arrival times in the TOF.
The measurement is performed with a large cloud at the microkelvin
temperature to avoid prompt ionization [40].

(blue) (see Fig. 1(b)) [40]. The polarizations of the laser
pulses are both set to �

� so that only |⌫D5/2, mJ = �5/2i

can be populated, following the optical selection rules. In the
present study, the principal quantum number ⌫ = 35 is cho-
sen, and the center frequencies are tuned to the corresponding
two-photon resonance. The excitation bandwidth (HWHM:
⇠ 85GHz) [40] is set to ensure a negligible population of the
nearby 36D5/2 and 34D5/2 states (Fig. 1(c)).

Ramsey interferogram We measure the electron dynamics
by time-domain Ramsey interferometry with a pair of exci-
tation laser pulses [40–43]. The pump pulse creates a super-
position of the 5S1/2 and 35D5/2 states. The system then un-
dergoes many-body dynamics that originates from anisotropic
long-range interactions among Rydberg atoms until the probe
pulse is irradiated on the atoms. The time-delay between the
pump and probe pulses is tuned using an optical delay line
interferometer [43]. The pump and probe pulses have iden-
tical energies as well as spatial and temporal profiles of their
electric fields.

Ramsey oscillations are observed by measuring the final
Rydberg population as a function of the time-delay ⌧ . Af-
ter irradiating the probe pulse, we apply a pulsed electric

(a) (b)

(c)

FIG. 2. (a),(b) Time-domain Ramsey interferograms for the MI
(red) and reference clouds (blue) for two different delays (⌧ ⇠ 50 ps
(a) and ⌧ ⇠ 650 ps (b)). The solid lines are theoretical fits to the
data. (c) The contrasts of the Ramsey signals for the MI (red) and the
reference clouds (blue) obtained with the Rydberg state population
pe = 5.6(2)%. Error bars represent s.e.m.

field to ionize the Rydberg atoms, which are finally detected
with a micro-channel plate (MCP) as ions [40]. Figures 2(a)
and (b) show the Ramsey interferograms at ⌧ ⇠ 50 ps and
⇠ 650 ps, respectively, exhibiting oscillations at a period of
⇠ 1 femtosecond (fs) corresponding to the transition fre-
quency Eeg/~ ⇠ 2⇡ ⇥ 10

15
Hz. The relative time-delay in

each Ramsey interferogram is calibrated with attosecond pre-
cision using an optical interference signal from a He-Ne laser
while we scan the time-delay.

To evaluate the effect arising from atomic interaction, we
use the remaining atoms to record Ramsey oscillations of a
reference “low-density” cloud with a mean atomic distance
n
�1/3

⇠ 3.5µm in each experimental sequence. The “low-
density” clouds are prepared by expanding and transferring
the atoms to a deep cigar-shaped optical dipole trap with a
depth of tens of microkelvin after the first Ramsey sequence
for the MI atoms [40].

Each Ramsey interferogram is characterized by the con-
trast C(� 0) and the phase � 2 [�⇡,⇡), which are ob-
tained by fitting the interferograms with a function of the form
/ 1 +C cos(Eeg⌧/~+ �). For the reference measurement, a
systematic change in the remaining atom number is taken into
account by introducing a correction factor to the above fitting
function [40].

The contrasts of the Ramsey oscillations for the MI and
the reference clouds are depicted in Fig. 2(c). The contrasts
for the reference clouds are constant over the entire delay
range, which indicates that single-atom decoherence mech-
anisms can safely be neglected. On the contrary, the contrasts
for the MI clouds decrease as the time-delay increases, which
will be analyzed in more detail below. In the following anal-
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FIG. 1. (a) Experimental schematic. The atoms are irradiated with a
pair of picosecond excitation pulses with tunable time-delay ⌧ , dur-
ing which the system evolves. The atoms in the Rydberg state are
detected as ions with an MCP following the field-ionization. (b) The
atoms in the ground state are coherently excited to the 35D state by
a two-photon laser excitation with circularly polarized blue and IR
laser pulses propagating along the bias magnetic field direction. (c)
Time-of-flight (TOF) spectrum of Rydberg states following the field-
ionization. The ion signal detected with the MCP (red) is shown
with the electrode voltage for the field-ionization (blue). The Ry-
dberg states are resolved by the different arrival times in the TOF.
The measurement is performed with a large cloud at the microkelvin
temperature to avoid prompt ionization [40].

(blue) (see Fig. 1(b)) [40]. The polarizations of the laser
pulses are both set to �

� so that only |⌫D5/2, mJ = �5/2i

can be populated, following the optical selection rules. In the
present study, the principal quantum number ⌫ = 35 is cho-
sen, and the center frequencies are tuned to the corresponding
two-photon resonance. The excitation bandwidth (HWHM:
⇠ 85GHz) [40] is set to ensure a negligible population of the
nearby 36D5/2 and 34D5/2 states (Fig. 1(c)).

Ramsey interferogram We measure the electron dynamics
by time-domain Ramsey interferometry with a pair of exci-
tation laser pulses [40–43]. The pump pulse creates a super-
position of the 5S1/2 and 35D5/2 states. The system then un-
dergoes many-body dynamics that originates from anisotropic
long-range interactions among Rydberg atoms until the probe
pulse is irradiated on the atoms. The time-delay between the
pump and probe pulses is tuned using an optical delay line
interferometer [43]. The pump and probe pulses have iden-
tical energies as well as spatial and temporal profiles of their
electric fields.

Ramsey oscillations are observed by measuring the final
Rydberg population as a function of the time-delay ⌧ . Af-
ter irradiating the probe pulse, we apply a pulsed electric

(a) (b)

(c)

FIG. 2. (a),(b) Time-domain Ramsey interferograms for the MI
(red) and reference clouds (blue) for two different delays (⌧ ⇠ 50 ps
(a) and ⌧ ⇠ 650 ps (b)). The solid lines are theoretical fits to the
data. (c) The contrasts of the Ramsey signals for the MI (red) and the
reference clouds (blue) obtained with the Rydberg state population
pe = 5.6(2)%. Error bars represent s.e.m.

field to ionize the Rydberg atoms, which are finally detected
with a micro-channel plate (MCP) as ions [40]. Figures 2(a)
and (b) show the Ramsey interferograms at ⌧ ⇠ 50 ps and
⇠ 650 ps, respectively, exhibiting oscillations at a period of
⇠ 1 femtosecond (fs) corresponding to the transition fre-
quency Eeg/~ ⇠ 2⇡ ⇥ 10

15
Hz. The relative time-delay in

each Ramsey interferogram is calibrated with attosecond pre-
cision using an optical interference signal from a He-Ne laser
while we scan the time-delay.

To evaluate the effect arising from atomic interaction, we
use the remaining atoms to record Ramsey oscillations of a
reference “low-density” cloud with a mean atomic distance
n
�1/3

⇠ 3.5µm in each experimental sequence. The “low-
density” clouds are prepared by expanding and transferring
the atoms to a deep cigar-shaped optical dipole trap with a
depth of tens of microkelvin after the first Ramsey sequence
for the MI atoms [40].

Each Ramsey interferogram is characterized by the con-
trast C(� 0) and the phase � 2 [�⇡,⇡), which are ob-
tained by fitting the interferograms with a function of the form
/ 1 +C cos(Eeg⌧/~+ �). For the reference measurement, a
systematic change in the remaining atom number is taken into
account by introducing a correction factor to the above fitting
function [40].

The contrasts of the Ramsey oscillations for the MI and
the reference clouds are depicted in Fig. 2(c). The contrasts
for the reference clouds are constant over the entire delay
range, which indicates that single-atom decoherence mech-
anisms can safely be neglected. On the contrary, the contrasts
for the MI clouds decrease as the time-delay increases, which
will be analyzed in more detail below. In the following anal-

Ultrafast many-body dynamics

- Phys. Rev. Lett. 121, 173201 (2018) 
- Acc. Chem. Res. 51, 1174 (2018)
- Phys. Rev. A 94, 053607 (2016)

See also:  

Conclusions
ü Ultrafast dynamics is 

governed by many-body 
correlations originated from 
long-range interactions 
among Rydberg atoms. 

ü Interaction energy: 
C6/ℏ: 0.372 GHz 𝜇m6.

ü DTWA fails at longer time 
delay.
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FIG. 1. (a) Experimental schematic. The atoms are irradiated with a
pair of picosecond excitation pulses with tunable time-delay ⌧ , dur-
ing which the system evolves. The atoms in the Rydberg state are
detected as ions with an MCP following the field-ionization. (b) The
atoms in the ground state are coherently excited to the 35D state by
a two-photon laser excitation with circularly polarized blue and IR
laser pulses propagating along the bias magnetic field direction. (c)
Time-of-flight (TOF) spectrum of Rydberg states following the field-
ionization. The ion signal detected with the MCP (red) is shown
with the electrode voltage for the field-ionization (blue). The Ry-
dberg states are resolved by the different arrival times in the TOF.
The measurement is performed with a large cloud at the microkelvin
temperature to avoid prompt ionization [40].

(blue) (see Fig. 1(b)) [40]. The polarizations of the laser
pulses are both set to �

� so that only |⌫D5/2, mJ = �5/2i

can be populated, following the optical selection rules. In the
present study, the principal quantum number ⌫ = 35 is cho-
sen, and the center frequencies are tuned to the corresponding
two-photon resonance. The excitation bandwidth (HWHM:
⇠ 85GHz) [40] is set to ensure a negligible population of the
nearby 36D5/2 and 34D5/2 states (Fig. 1(c)).

Ramsey interferogram We measure the electron dynamics
by time-domain Ramsey interferometry with a pair of exci-
tation laser pulses [40–43]. The pump pulse creates a super-
position of the 5S1/2 and 35D5/2 states. The system then un-
dergoes many-body dynamics that originates from anisotropic
long-range interactions among Rydberg atoms until the probe
pulse is irradiated on the atoms. The time-delay between the
pump and probe pulses is tuned using an optical delay line
interferometer [43]. The pump and probe pulses have iden-
tical energies as well as spatial and temporal profiles of their
electric fields.

Ramsey oscillations are observed by measuring the final
Rydberg population as a function of the time-delay ⌧ . Af-
ter irradiating the probe pulse, we apply a pulsed electric

(a) (b)

(c)

FIG. 2. (a),(b) Time-domain Ramsey interferograms for the MI
(red) and reference clouds (blue) for two different delays (⌧ ⇠ 50 ps
(a) and ⌧ ⇠ 650 ps (b)). The solid lines are theoretical fits to the
data. (c) The contrasts of the Ramsey signals for the MI (red) and the
reference clouds (blue) obtained with the Rydberg state population
pe = 5.6(2)%. Error bars represent s.e.m.

field to ionize the Rydberg atoms, which are finally detected
with a micro-channel plate (MCP) as ions [40]. Figures 2(a)
and (b) show the Ramsey interferograms at ⌧ ⇠ 50 ps and
⇠ 650 ps, respectively, exhibiting oscillations at a period of
⇠ 1 femtosecond (fs) corresponding to the transition fre-
quency Eeg/~ ⇠ 2⇡ ⇥ 10

15
Hz. The relative time-delay in

each Ramsey interferogram is calibrated with attosecond pre-
cision using an optical interference signal from a He-Ne laser
while we scan the time-delay.

To evaluate the effect arising from atomic interaction, we
use the remaining atoms to record Ramsey oscillations of a
reference “low-density” cloud with a mean atomic distance
n
�1/3

⇠ 3.5µm in each experimental sequence. The “low-
density” clouds are prepared by expanding and transferring
the atoms to a deep cigar-shaped optical dipole trap with a
depth of tens of microkelvin after the first Ramsey sequence
for the MI atoms [40].

Each Ramsey interferogram is characterized by the con-
trast C(� 0) and the phase � 2 [�⇡,⇡), which are ob-
tained by fitting the interferograms with a function of the form
/ 1 +C cos(Eeg⌧/~+ �). For the reference measurement, a
systematic change in the remaining atom number is taken into
account by introducing a correction factor to the above fitting
function [40].

The contrasts of the Ramsey oscillations for the MI and
the reference clouds are depicted in Fig. 2(c). The contrasts
for the reference clouds are constant over the entire delay
range, which indicates that single-atom decoherence mech-
anisms can safely be neglected. On the contrary, the contrasts
for the MI clouds decrease as the time-delay increases, which
will be analyzed in more detail below. In the following anal-

Atomic samples 
Ground state: 5S1/2 (𝑚𝐽 = −1/2) 
High density Mott-insulator (ordered): Density: ∽ 1012 atoms/cc
Low density reference sample: Density: ∽ 1010 atoms/cc

Rydberg excitation
Rydberg state: 35D5/2 (𝑚𝐽 = −5/2), Rydberg population: ∽5.6 %

Excitation bandwidth ∽ 170 GHz

𝑃 𝜏 ∝ 1 + cos(𝐸*&𝜏/ℎ)

𝐸*&/ℎ	 = ~10+, Hz

3

FIG. 3. Experimental relative Ramsey contrasts and phase shifts
(red circles) compared with different theoretical approaches. The
relative Ramsey contrasts and phase shifts at ⌧ = 0 in the theories
are adjusted to values identical to those obtained with the analysis
with the analytical solution. The error bars represent standard error
of the mean.

j-th and k-th Rydberg atoms. The second term in the Hamilto-
nian describes the effective interactions among spin-1/2 parti-
cles, which create correlations and entanglement among dis-
tant atoms. We considered an effective van der Waals (vdW)
potential of the form Ujk = �C6(1�3 cos

2
✓jk)

2
/r

6

jk, where
C6 is the vdW coefficient and rjk is the distance between the
j-th and k-th atoms, and ✓jk is the angle between the quantiza-
tion axis and a vector from the j-th to the k-th atom [40]. Due
to the complexity of predicting the actual pair potential caused
by an increasing number of contributing pair states as well as
higher-order couplings beyond the dipolar interactions [50] ,
the C6 value serves as a free fitting parameter being deter-
mined by the model below.

Exact analytical solution The Ising spin model in Eq. (1)
has an exact analytical solution that fully takes into account
many-body correlations [44–49]. The Ramsey signal of the
j-th atom is

Pe,j(⌧) = 2pepgRe[1 +Gj(⌧) exp[i(Eeg⌧/~+ 'j)]], (2)

where pe (pg) is the Rydberg (ground) state population after
the pump excitation, Gj(⌧) = ⇧

N
k 6=jpg + pe exp(iUjk⌧/~),

and 'j is the phase acquired during the pulse excitation due
to the AC-Stark shift [13]. The single-particle function Gj(⌧)

contains information about the many-body effect encoded in
the Ramsey signal and is related to the Larmor precession of
the j-th pseudo-spin via h�̂

+

j (⌧)i = Gj(⌧)e
iEeg⌧/~h�̂+

j (0)i,
where �̂

+

j = �̂
x
j + i�̂

y
j . The Ramsey contrast of the j-th

atom CR,j(⌧) is determined by |Gj(⌧)|, its relative phase shift
�R,j(⌧) by arg[Gj(⌧)]. The total signal is obtained by taking
the average of the ensemble, P̄e(⌧) = (1/N)

PN
j=1

Pe,j(⌧).
The pump pulse creates a superposition of many-particle
quantum states representing a different number and arrange-
ment of the Rydberg atoms on the lattice. During the time-
delay, each many-particle state acquires a phase according to
the long-range interactions and interferes coherently to even-
tually give rise to the strongly-correlated many-body quantum
state.

Comparing the experimental results to the analytical solu-
tion allows us to benchmark our quantum simulator. We de-
termine the C6 value by fitting the above exact analytical so-
lution to the Ramsey contrasts. Using the C6 value as the only
free parameter, we obtain good agreement with the experi-
mental contrast data for C6/~ = 371(6)MHzµm

6 as shown
by the red curve in Fig. 3, except for small temporal undu-
lations in the theory. Here, we forced the theoretical curve
to pass through the data point at the shortest time-delay near
⌧ = 0. The angle-averaged vdW coefficient obtained from the
fitted C6 value agrees within a factor of 3 with a numerical es-
timate valid at a large atomic distance [50]. Since our system
is large, nearly defect-free and thus essentially homogeneous,
the dynamics is approximated well near the thermodynamic
limit of N ! 1, where the finite-size effect is neglected [40].
The C6 value extracted from the contrast decay can also con-
sistently account for the slow decreasing trend in the phase
shift as shown in Fig. 3, where the phase shift at ⌧ = 0 was
used as a free fitting parameter [40]. The nonzero phase shift
at ⌧ = 0 could possibly arise from the difference in the AC-
Stark shifts between the two clouds [51]. To gain further in-
sights into the role of quantum correlations, we compared our
result with two models of increasing complexity.

Mean-field theory First, we analyze the observations in the
mean-field approximation. The interaction energy shift of one
Rydberg atom is given by the sum of the interactions with
the surrounding N � 1 atoms, UMF,j =

PN
k=1,k 6=j peUjk.

The mean-field approximation predicts that a relative Ramsey
contrast CR(⌧) = 1, independent of C6 and ⌧ , and a phase
shift �R(⌧) = UMF,j⌧/~, evolving linearly with ⌧ . The green
dashed lines in Fig. 3 show the prediction for the relative Ram-
sey contrast and phase shift using the C6 determined as de-
scribed above. The obvious failure of the mean-field predic-
tion is more pronounced in our ordered and nearly defect-free
atomic array with a larger number of atoms than in disordered
ensembles, including atoms in an optical lattice with defects
(i.e. nonunity filling) and small arrays [6]. Inhomogeneity in
the mean-field energy shift leads to decay and nonlinear time-
evolution in the ensemble-averaged contrast and phase shift,
respectively.

Semiclassical theory The discrete truncated Wigner approx-
imation (DTWA) is a semiclassical approach, in which the
quantum uncertainty in the spin state is incorporated by the
initial sampling with the discrete Wigner function [52, 53].
The DTWA has successfully captured quantum spin dynam-
ics in various studies [7, 8, 20, 21]. The comparison between
our experimental result and the DTWA simulation performed
with a 31

3
(⇠ 3 ⇥ 10

4)-site cubic array is shown in the pur-
ple solid curves in Fig. 3. The agreement can be confirmed
only up to ⌧ ⇠ 2~/|J |, where J ⇠ �1.6 C6/a

6

lat
is the

strongest NN interaction strength. The DTWA includes ini-
tial quantum fluctuations of the spin state so that quantum
corrections up to their leading-order can be included in an ef-
fective mean-field approximation. Accordingly, the timescale
on which the DTWA is quantitatively valid is generally set
by O(~/|J |) [54, 55], where the initial quantum fluctuations

Many-body
Mean-field
DTWA

Atomic coherence 
between ground and 

Rydberg sates

Single-atom decoherence is negligible 
in our ultrafast approach


